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(57) ABSTRACT 

Embodiments of the invention disclose a system and a 
method for generating an output video having a ?rst temporal 
resolution from input videos acquired synchronously of a 
scene by at least three cameras, Wherein each input video has 
a second temporal resolution, Wherein the second temporal 
resolution is less than the ?rst temporal resolution. The 
method obtains frames of each input video, Wherein the 
frames are sampled according to a code selected such that an 
integration time of the corresponding camera is greater than a 
frame time of the output video. Next, the method combines 
intensities of pixels of corresponding frames in a linear sys 
tem; and solves the linear system independently for each 
corresponding frame to generate the output video. 

time 

(227\ 
225 

1'" J 

fn > 

fn 

fn 
) 

223 
M 250 

v ( 

Combine 

255 J1 260 

Solve J 
210 

—> Output Video \j 



Patent Application Publication Oct. 6, 2011 Sheet 1 0f 4 US 2011/0242341 A1 

a: 

:4 Sim i .wE . i5 M? mmEmE $55; 



Patent Application Publication Oct. 6, 2011 Sheet 2 0f 4 US 2011/0242341 A1 



Patent Application Publication Oct. 6, 2011 Sheet 3 0f 4 US 2011/0242341 A1 

3 H5 : i I 25D 
\) Ex: w 0 QQN 12530 

EN N .NWH % BEES: 

..... .. w 12% | 
Q 

A. 
mmw . . . . .A ,,..1...,~H..H..Hé:3m 

\/ SN 

mNN 



Patent Application Publication Oct. 6, 2011 Sheet 4 0f 4 US 2011/0242341 A1 

m .5 swwnmmh £53m,“ MEQQEE £91 

a mmN kmimcmim mZHQw. 

www 3% NE 



US 2011/0242341A1 

METHOD AND SYSTEM FOR GENERATING 
HIGH TEMPORAL RESOLUTION VIDEO 
FROM LOW TEMPORAL RESOLUTION 

VIDEOS 

FIELD OF THE INVENTION 

[0001] This invention relates generally to a high temporal 
resolution video, and more particularly to generating the high 
temporal resolution video from loW temporal resolution vid 
eos. 

BACKGROUND OF THE INVENTION 

[0002] A video camera has limited temporal resolution 
determined by a frame rate and an exposure time. Temporal 
events of a scene occurring at a rate faster than the frame rate 
of the camera can cause aliasing and blur in acquired frames 
of the videos due to ?nite integration time of a sensor of the 
camera. The blur can be caused, e.g., by motion of objects 
and/ or by a temporal change of intensities in the scene, e.g., a 
?ickering light or a display screen. The goal of temporal 
super-resolution (SR) is to generate the high temporal reso 
lution video Without aliasing and blur. 
[0003] A frame time Tfof the camera, i.e., inverse of the 
frame rate, determines hoW fast the sensor samples the tem 
poral variations at each pixel, While the integration time T 
determines hoW long the sensor of the camera integrates at 
that sampling rate. Let Tf'qq be Nyquist frame time required to 
avoid aliasing, i.e., the sensor acquires a sample at least every 
Tf’qq seconds to avoid aliasing. 
[0004] Depending on the relationship betWeen the integra 
tion T, the frame time Tfand the Nyquist frame time Tf'qq, the 
acquired frames of the video can either have blur, aliasing, or 
a combination of both. The Well-known “Wagon Wheel” effect 
happens When Tf>Tf”q, i.e., the Wheel appears to be rotating in 
a reverse direction due to temporal aliasing. The temporal 
aliasing can occur concurrently With the blur When the inte 
gration time T increases. 
[0005] A high speed camera avoids both the blur and the 
aliasing by sampling faster than the Nyquist frame rate, While 
keeping the integration time T suf?ciently small. HoWever, 
the high speed camera has a fundamental light capture limit. 
If the frame rate is f frames/ sec, then the exposure duration 
cannot be greater than 1/f sec. In addition, commercial high 
speed cameras are expensive, and require a large bandWidth 
and local memory. 

[0006] Multiple Cameras 
[0007] Point Sampling 
[0008] FIG. 1A shoWs a conventional point sampling 
method to generate an output video 110 having a high tem 
poral resolution from multiple input videos having loW tem 
poral resolutions. Using N cameras 120 each With a frame rate 
f, the output video With an effective frame rate of Nf can be 
recovered by staggering the start of exposure WindoW of each 
camera by 

1 

and interleaving 130 the acquired frames in a chronological 
order. 
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[0009] Each of the N cameras has a frame time Tfi” and 
integration time TMITfM/N. The output _video has the frame 
time TfOZ‘tITfM/N. To avoid blur, TOZ‘tITZ” and T1” is small. 
[0010] The advantage of the point sampling method is that 
the reconstruction process simply involves interleaving the 
acquired frames, thus avoiding reconstruction artifacts. HoW 
ever, the exposure time of each camera is 

1 

i.e., similar to an equivalent high speed camera, and, thus the 
point sampling method is light-ine?icient. 
[0011] Box Sampling 
[0012] FIG. 1B shoWs a conventional box sampling method 
that combines several loW temporal resolution videos 120 to 
generate the high temporal resolution video 110 using an 
optimization frameWork. That method alloWs a ?nite integra 
tion time to collect more light, Which leads to motion blur in 
the videos 120. The ?nite integration time acts as a loW pass 
box ?lter and suppresses high temporal frequencies. The box 
sampling uses regularization to solve the resulting ill-posed 
linear system 140 and to suppress ringing artifacts. HoWever, 
recovering the lost high frequency information is inherently 
an ill-posed problem. Moreover, using N cameras, it is dif? 
cult to achieve the temporal SR by a factor of N. In addition, 
the reconstruction requires solving a huge sparse linear sys 
tem (With million variables) for a video of a modest size. 
[0013] To achieve the temporal SR, it is important to con 
sider both the increase in frame rate and/ or the decrease in 
frame time T], and decrease in the integration time T. For 
example, the decrease of the integration time T of a single 
camera, as in the point sampling, reduces the motion blur, but 
results in the aliasing, because the frame rate is not increased. 
Similarly, the interleaving frames from N cameras as in the 
box sampling, increases the frame time in the output video, 
but temporal blur remains due to relatively large integration 
time. 
[0014] Accordingly, the goal of temporal SR is to both 
reduce the aliasing and the blur in the reconstructed output 
video. 

SUMMARY OF THE INVENTION 

[0015] It is an object of the invention to provide a method 
for generating an output video from a set of input videos 
acquired concurrently of a scene by a set of cameras, Wherein 
the output video has a ?rst temporal resolution, and each input 
videos has a second temporal resolution, Which is less than 
the ?rst temporal resolution. 
[0016] It is further object of the invention to process inde 
pendently corresponding frames acquired by each camera to 
produce frames of the output video. 
[0017] It is further object of the invention to optimize a 
signal-to-noise ratio (SNR) of the output video. 
[0018] It is further object of the invention to optimize light 
throughput of the output video. 
[0019] It is further obj ect of the invention to generate a code 
of sampling, Which minimizes a mean square error of the 
output video. 
[0020] It is further object of the invention to utilize conven 
tional off-the-shelf cameras to produce the output video With 
the high temporal resolution. 
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[0021] The embodiments are based on a realization that the 
coded sampling results in an invertible block diagonal sam 
pling matrix. Thus, code sampled frames of loW temporal 
resolution videos can be combined to produce the output 
video With the high temporal resolution. 
[0022] One embodiment of the invention discloses a 
method for generating an output video having a ?rst temporal 
resolution from input videos acquired synchronously of a 
scene by at least three cameras, Wherein each input video has 
a second temporal resolution, Wherein the second temporal 
resolution is less than the ?rst temporal resolution. The 
method obtains frames of each input video, Wherein the 
frames are sampled according to a code selected such that an 
integration time of the corresponding camera is greater than a 
frame time of the output video. Next, the method combines 
intensities of pixels of corresponding frames in a linear sys 
tem; and solves the linear system independently for each 
corresponding frame to generate the output video. 
[0023] Another embodiment discloses a method for gener 
ating an output video having a ?rst temporal resolution from 
input videos having a second temporal resolution less than the 
?rst temporal resolution. The method includes steps of 
obtaining frames of the input videos acquired synchronously 
of a scene by at least three cameras, Wherein the cameras are 
coded exposure cameras, and Wherein the frames are code 
sampled according to a code; and combining the code 
sampled frames to produce the output video. 
[0024] Yet another embodiment discloses a system for gen 
erating an output video having a ?rst temporal resolution 
from input videos having a second temporal resolution less 
than the ?rst temporal resolution. The system includes at least 
three cameras, Wherein the cameras are coded exposure cam 
eras con?gured to acquire synchronously frames of the input 
video, Wherein the frames are code sampled according to a 
code; and a processor con?gured to combine the frames pro 
ducing the output video. 

BRIEF DESCRIPTION OF THE DRAWINGS 

[0025] FIG. 1A-1B are block diagram of conventional 
point and box sampling methods, respectively, for generating 
an output video having a high temporal resolution from mul 
tiple input videos having loW temporal resolutions; 
[0026] FIG. 2 is a block diagram of a method for generating 
an output video having a high temporal resolution from mul 
tiple input videos having loW temporal resolutions according 
various embodiments of the invention; and 
[0027] FIG. 3 is a block diagram of the processing of 
frames according to one embodiment of the invention. 

DETAILED DESCRIPTION OF THE PREFERRED 
EMBODIMENT 

[0028] FIG. 2 shoWs a method 200 for generating an output 
video 21 0 having a ?rst temporal resolution from input videos 
225. The input videos are acquired synchronously of a scene 
202 by a set of cameras 220. In one embodiment, the set of 
cameras includes at least three cameras. In another embodi 
ment, the plurality of cameras includes at least four cameras. 

[0029] In one embodiment, the cameras are coded expo sure 
cameras. A coded exposure camera can preserve high spatial 
frequencies in a motion-blurred image and make the deblur 
ring process Well-posed, see US. Pat. No. 7,580,620, 
“Method for Deblurring Images using OptimiZed Temporal 
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Coding Patterns” issued to Raskar et al. onAug. 25, 2009, and 
incorporated hearing by reference. 
[0030] Each input video 222, 224, 226, 228 has a second 
temporal resolution, Wherein the second temporal resolution 
is less than the ?rst temporal resolution. Frames 225 of the 
input videos are code sampled according to a code 230. The 
code is described by a binary matrix 235. Each roW in the 
binary matrix is a unique code sequence, e.g., the code 
sequences 242, 244, 246, 248, determined 270 such that an 
integration time of each camera is greater than a frame time of 
the output video. In one embodiment, the integration time of 
each camera is at least N/2 times greater than the frame time 
of the output video, Wherein N is the number of cameras, as 
described in more details beloW. 

[0031] In various embodiments, the cameras and/or the 
acquired frames of the videos are geometrically and/or com 
putationally aligned. For example, one embodiment includes 
a housing (not shoWn) con?gured to align the cameras geo 
metrically and/or optically With each other. 
[0032] The frames 227 of the input video is code sampled 
according to an identical code sequence 242. HoWever, each 
frame of corresponding frames 240 of the input videos is code 
sampled according to a different code sequence, e.g., 242, 
244, 246, and 248. In alternative embodiment, at least to input 
videos are code sampled according to an identical code to 
increase spatial super-resolution, and/or to determine geo 
metric registration parameters. As described herein, the cor 
responding frames are formed by one frame of each input 
video acquired synchronously by each camera at an instant in 
time. 
[0033] Intensities 223 of pixels in the frames are combined 
250 into a linear system 255. The linear system is solved 260 
to produce the output video 210. In one embodiment, the 
linear system is solved independently for each of the corre 
sponding frames. 
[0034] Interleaved Video 
[0035] One embodiment uses N co-located cameras so that 
their optical axes are substantially aligned in the scene. For 
example, the optical axes of the cameras are aligned by using 
beam-splitters. Additionally and/ or alternatively, the frames 
acquired by the cameras are registered using planar homog 
raphies. 
[0036] Each camera has an identical frame time Tfi”, 
Wherein Tls(k) and Tle(k) are a start and an end of the inte 
gration time, respectively, of the camera 1 for a frame k. The 
cameras start integration at the same time, therefore Tsi(k) 
Ik’I‘Tfi”. The input video of the ith camera is described by a 
vector vl-(x, y, k). 
[0037] An interleaved video u(x, y, k) is de?ned as the 
video obtained by temporally interleaving the corresponding 
frames of the input videos 

I40¢, y, k) = VAX, y, b), (1) 

[0038] If the start of integration is interleaved uniformly 
according to 

then the interleaved video has a smaller frame time of 
TfOZ‘tITfM/N. HoWever, the integration time for the inter 
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leaved video, can be larger than the frame time, Which is not 
possible for a conventional camera. 

[0039] Frame Independent Sampling 
[0040] As described herein, Ts(k) and Te(k) are loWer and 
upper bounds of the integration time of the corresponding 
frames of the cameras, i.e., 

[0041] Some embodiments of the invention use frame inde 
pendent sampling (FIS), Wherein TS(k+1)>Te(k) for all 
frames k. Thus, for the FIS, the temporal information in the 
corresponding frames is not shared across other frames and 
reconstruction of the output video is performed indepen 
dently for the corresponding frames. For example, the con 
ventional box sampling method cannot be performed inde 
pendently for the corresponding frames, thus requiring 
additional computational resources. 
[0042] Sampling Matrices and Linear System 
[0043] The sampling methods can be described in terms of 
a linear system constrained by a sampling matrix A, Which 
describes the relationship betWeen the N input videos and the 
output video. A vector s is an intensity vector of a pixel in the 
output video at integration time Tom. The vector u is the 
interleaved vector for the pixel, obtained by combining cor 
responding pixels from each camera according to Equation 
(1). The sampling matrix A relates the input videos and the 
output video according to 

uIAs. (3) 

[0044] For example, the conventional point sampling can 
be described by the identity sampling matrix A of siZe N*N 
for every N interleaved frames. For example, for N:4, 

v1(k) 1000 (4) 

V20) 0100 
W‘): V300 : 0010 SW‘ 

V40) 0001 

[0045] Each camera samples the high resolution video at a 
distinct time instant. Each 1 or 0 of the sampling matrix 
corresponds to a sample in the output video at integration time 
T01". For K video frames from each camera, the resulting 
sampling matrix A matrix corresponds to an identity matrix 
I Np NK, Which is block diagonaliZed by I N’. N. 

[0046] Similarly, for the box sampling, the sampling matrix 
(N:4) corresponds to 

1 1 1 1 O O O O O (5) 

O 1 1 1 1 O O O O 

14 = O O 1 1 1 1 O O O 5 

O O O 1 1 1 1 O O 

O O O O ' ' ' ' O 

[0047] HoWever, this sampling matrix does not have inde 
pendent blocks of siZe N*N. Furthermore, the linear system 
of Equation (5) is ill-posed. 
[0048] Coded Sampling 
[0049] The embodiments of the invention are based on a 
realiZation that the coded sampling results in an invertible 
block diagonal sampling matrix. One embodiment deter 
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mines the code minimiZing mean square error (MSE) during 
reconstructing the output video s from the interleaved video 
vector u. 

[0050] Assuming independent and identically distributed 
(i.i.d.) Zero mean Gaussian noise With variance 02 in the 
vector u, the maximum-likelihood (ML) estimate of the out 
put video S is determined according to 

Where T is the transpose operator 
[0051] Thus, a covariance matrix 2 of the error S-S in the 
estimate output video is determined according to 

[0052] The MSE increases by a factor F?race(ATA)_1/n, 
Where n is the siZe of the vector u, and the function trace sums 
the elements on the main diagonal of the matrix. 

[0053] The matrix A, Which minimiZes the MSE, is referred 
to herein as a S-matrix. If N+1 is divisible by 4, then the roWs 
of the S-matrix correspond to Hadamard codes of length N+1 . 
For the S-matrix, the increase in noise 

Which is less than 1, indicating a multiplex advantage. 
[0054] In various embodiments, the code for the coded 
sampling is determined based on the S-matrix. The S-matrix 
is invertible, and each value in the S-matrix is either 0 or 1. 
Hence, each roW of the S-matrix corresponds to a binary 
on/ off sequence of the coded exposure camera. Each bit of the 
code sequence corresponds to a sample in the output video, 
and, accordingly, the integration time To”. 
[0055] A value equals to one of the code sequence indicates 
that a shutter of the camera is kept transparent for the inte 
gration time T01" and a value equals to Zero indicates that a 
shutter of the camera is kept opaque for the integration time 
To”. Each code sequence has at least (N+1)/2 values equal to 
one such that each camera integrates at least (N +1)/2 times 
more light compared to an equivalent high speed camera. In 
one embodiment, the code sequence has at least tWo values 
equal to one, and at least one value equals to Zero. 

[0056] Code Search 
[0057] The embodiments determine the code for all number 
of cameras N. One embodiment searches all possible binary 
matrices and selects the code resulting in a loWest increase in 
the noise F of the output video. In order to have at least 50% 
light throughput, each code sequence of the code has at least 
(N +1)/ 2 values equal to one. For example, for the number of 
cameras N:4, one embodiment search 216 codes and selects 
the code described by a binary matrix C according to 

1 1 1 O (8) 

1 O O 1 
C = . 

O 1 O 1 

O O 1 1 

[0058] For K frames, the sampling matrix A4K*4K:kron 
(I K’. K,C), Where the function kron denotes a Kronecker prod 
uct ® . 
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[0059] Another embodiment performs a randomized 
greedy search similar to the search for best motion deblurring 
code described in Us. Pat. No. 7,580,620, incorporated 
herein by reference. Yet another embodiment uses non-binary 
code sequences. 
[0060] lnvertible Codes With Continuous Blur 
[0061] In some embodiments, the coded sampling leads to 
discontinuous blur in acquired frames. However, in these 
embodiments, each camera starts and stops integration mul 
tiple times Within the exposure time according to the code. 
The example of cameras used by the embodiments is “Drag 
on?y2” CCD FireWire camera manufactured by Pointgrey 
Research Inc., Richmond, BC, Canada. 
[0062] However, other embodiments account for a fact that 
several machine vision cameras do not alloW abrupt integra 
tion. Such cameras often support external triggering folloWed 
by a continuous integration time. Accordingly, the code 
sequences in these embodiments include only continuous 
codes, i.e., the values equal to one are positioned continu 
ously. An example of such code is a loWer triangular matrix 

[0063] The reconstruction noise of the coded sampling 
using the code described by the triangular matrix is greater 
than the noise of the optimal sampling by 4 dB only for N:4. 
HoWever, triangular codes require a large dynamic range, 
since the exposure time betWeen cameras changes by a factor 
of N. 
[0064] Accordingly, one embodiment searches for the code 
having continuous values of ones, such that each coded 
sequence has at least 50% light throughput. 
[0065] For each camera, the code sequence can have N/2, 
N/2+1, . . . ,N ones, Which can occur in N/2+1, N/2, . . . , 1 

places, respectively. Therefore, the possible code choices for 
a single camera are 

The total search space is thus c*N. For N:4, the code matrix 
With minimum MSE is, e.g., 

(9) 

[0066] Because each code sequence has continuous values 
of ones, the box blur occurs, but the linear system is Well 
posed. For N:4, these codes are better than box sampling by 
10 dB. These codes can also be thought of as conventional 
cameras With varying exposure and start times. 
[0067] Although the invention has been described by Way 
of examples of preferred embodiments, it is to be understood 
that various other adaptations and modi?cations may be made 
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Within the spirit and scope of the invention. Therefore, it is the 
object of the appended claims to cover all such variations and 
modi?cations as come Within the true spirit and scope of the 
invention. 

We claim: 
1. A method for generating an output video having a ?rst 

temporal resolution from input videos acquired synchro 
nously of a scene by at least three cameras, Wherein each input 
video has a second temporal resolution, Wherein the second 
temporal resolution is less than the ?rst temporal resolution, 
comprising the steps of: 

obtaining frames of each input video, Wherein the frames 
are sampled according to a code selected such that an 
integration time of the corresponding camera is greater 
than a frame time of the output video; 

combining intensities of pixels of corresponding frames in 
a linear system; and 

solving the linear system independently for each corre 
sponding frame to generate the output video. 

2. The method of claim 1, Wherein the code includes code 
sequences, and Wherein each frame of the input video is code 
sampled according to an identical code sequence, and each 
frame of the corresponding frames of the input videos is code 
sampled according to a unique code sequence. 

3. The method of claim 1, Wherein the cameras are coded 
exposure cameras. 

4. The method of claim 1, further comprising: 
determining the code that minimizes a mean square error in 

the output video. 
5. The method of claim 1, further comprising: 
determining the code based on a S-matrix, Wherein the 

S-matrix is invertible and each value in the S-matrix is 
either Zero or one, and roWs in the S-matrix correspond 
to Hadamard codes. 

6. The method of claim 1, further comprising: 
keeping a shutter of the camera transparent for an integra 

tion time indicated by a value of the S-matrix equal to 
one; and 

keeping the shutter of the camera opaque for the integration 
time indicated by the value of the S-matrix equal to Zero. 

7. The method of claim 1, Wherein the code includes code 
sequences, further comprising: 

determining a code sequence having at least tWo values 
equal to one, and at least one value equals to Zero. 

8. The method of claim 7, Wherein the input videos are 
acquired by N cameras, further comprising: 

determining the code sequence having at least N/ 2 values 
equal to one. 

9. The method of claim 7, Wherein the input videos are 
acquired by N cameras, further comprising: 

determining the code sequence having at least (N +1)/2 
values equal to one. 

10. The method of claim 1, further comprising: 
determining the code based on a search among all possible 

combination of code sequences of the code, such than 
each code sequence has at least (N +1)/2 values equal to 
one, Wherein N is a number of the cameras, and Wherein 
the code results in a loWest increase in noise of the output 
video. 

11. The method of claim 1, further comprising: 
determining the code based on a randomiZed greedy 

search. 



US 2011/0242341A1 

12. The method of claim 1, further comprising: 
determining the code including code sequences, Wherein 

values of each sequences are either Zero or one, such that 
all values equal to one are positioned continuously in the 
code sequence. 

13. The method of claim 12, Wherein the code sequence has 
at least tWo values equal to one, and at least one value equals 
to Zero. 

14. The method of claim 1, Wherein the code includes code 
sequences, and Wherein each frame of at least tWo input 
videos are code sampled according to an identical code 
sequence, further comprising: 

increasing a special resolution of the output video. 
15. A method for generating an output video having a ?rst 

temporal resolution from input videos having a second tem 
poral resolution less than the ?rst temporal resolution, com 
prising the steps of: 

obtaining frames of the input videos acquired synchro 
nously of a scene by at least three cameras, Wherein the 
cameras are coded exposure cameras, and Wherein the 
frames are code sampled according to a code; and 
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combining the code sampled frames to produce the output 
video. 

16. The method of claim 15, Wherein the code is selected 
such that an integration time of the cameras is greater than a 
frame time of the output video. 

17. The method of claim 15, further comprising: 
combining corresponding frames independently. 
18. A system for generating an output video having a ?rst 

temporal resolution from input videos having a second tem 
poral resolution less than the ?rst temporal resolution, com 
prising: 

at least three cameras, Wherein the cameras are coded 
exposure cameras con?gured to acquire synchronously 
frames of the input video, Wherein the frames are code 
sampled according to a code; and 

a processor con?gured to combine the frames producing 
the output video. 

19. The system of claim 18, further comprising: 
means for aligning optical axes of the cameras. 
20. The system of claim 18, further comprising: 
means for determining the code. 

* * * * * 


